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I. Introduction 

In this seminar I will talk about a joint work with J, Yngvason, which is sub

mitted to the Communications in Mathematical Physics in two papers with the 

titles: 

On the Algebra of Field Operators. The Weak Commutant and 

Integral Decomposition of States. 

and: 

Integral Representations for Schwinger Functionals and the 

Moment Problem over Nuclear Spaces, 

Our investigation was originated by the following question: Let / \ be a * -algebra 

with identity and let CO be a state on A this means co is a normalized posi

tive linear functional on A . When can such a functional be decomposed into 

extremal ones? This leads first to the problem of characterising extremal 

states. For the case of one single symmetric operator, it is known that it is 

not at all necessary to investigate the algebra generated by this operator, but, 

one gets along by looking at this operator alone. 

This leads us to the 

I. 1. Definition A partial * -algebra is a complex vector space A together 

with an invaiution x £ A ~* £ A with the usual operation 

(v + Xy)* ^ x* + I y* } x** r X . And a subset M C A x A such that 

(x, y )£ M implies (y* , x* ) e M , (x, y^) and (^y^) e ^ implies 

(x, y^ + y ) € M and for every pair (x,y) £ M exist an element x*y A 

fulfilling the usual operations. 

I. 2. Definition Let A be a partial * -algebra, a pair (TT , X) ) is called 

a * -representation of A if the following conditions are fulfilled. 

(i) J) is a pre-Hilbert-space with completion 

(ii) To every x £ A exists a linear operator 'iT (x) defined on 3) with values 

in # 0 ) ) sucU t U t 

(<*) T c v + Ay) = T ( x ) * AT<LJ) 

2 
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(fl) i f (x ,y)<: M then we have I' ) JU C b and 'll C\ ̂  ) = ll (Ki H ; 

()() for f, g e l ) we have the relation ( f J T ( x ) g ) = ( T ( x * ) f , g). 

3 

(b) The weak commutant: 

for all x <a k I 
CcU <C JU and T(x ) C » C Mi ( x) on JJ 

for all f, € £ 

With this notation we can characterize extremal states, namely a state on a 

*-algebra A is extremal if and only if the weak commutant of the cyclic re

presentation TT^ is trivial i, e, consists of scalar multiples of the identity. 

This statement follows trivially from the properties of the weak commutant 

which are listet in the following 

1.4. Lemma: Let ( T ) be a * -représentation of a partial * -algebra then 

(a) The strong commutant ( T ^ l ç is an algebra , 

(b) The weak commutant ( ^ 3 3 ) ^ is 

Remarks 

1) The last condition implies, that every operator^ (x) is closable. 

2) It is not assumed that the common domain 2) is closed in any topology, 

also not in the topology induced by the graph norms of all the operators T^x). 

3) If A is a * -algebra and cû a state on A , then one gets ( T , I) ) in the 

usual way by the G. N. S construction. 

If we want to define extremal states, then we have to speak about the commutant 

of the representation. But, in the case of unbounded operators we have to distin

guish between two different kinds of commutants. 

I. 3. Definition: Let (T , j) ) be a * -representation of a partial * -algebra A 

then we define 

(a) The strong commutant: 

and all ч € A 
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Remarks 

1) (Tr,jO )ç is an algebra, but in the general situation it is not a * -algebra 

and is also not closed in any reasonable operator topology. 

2) (T<D^ is not an algebra in general . 

4 

by continuity. It is simple to show that and (d ,JD ] have the same 

weak commutant. 

3) If one deals with a family of bounded operators, then one can put 2) * ^(X) 

In this case, the strong and weak commutants coincide. 

If you now look at the decomposition theory for bounded operators then it consists 

of two things 

Step 1. In this case you have only one kind of commutant which is a von Neuman 

algebra. Pick a maximal abelian algebra M in this commutant. 

Step 2. Try to define an integral decomposition with respect to K| , which is 

always possible if the Hilbert space is separable. 

This leads for unbounded operators to the following two questions 

1) How can you find a maximal commuting algebra, since one wants to make 

a decomposition with respect to the weak commutant? 

2) Assume you can construct a maximal commuting algebra in the weak commu

tant which additional information is needed in order to define an integral de

composition? 

Both questions will be treated separately. 

(i) weakly closed and contains the identity 

(ii) invariant under the adjoint operation, i .e . C^Tf<D ) ^ implies c*G. (TJl)^ 

(iii) is generated by its positive elements 

(iv) (T,Í»; с (jfit 

All these properties follow easily from the definitions, so that we will not 

give the proofs. But we will make some 

If you call £> - Л £)ir£) 
xeA 

then (Т" 4 ) has an extension 
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II. Extension theory 

As a guide let us consider the case of one symmetric operator. In this case 

one would try to find a self-adjoint extension in order to find a maximal abelian 

subalgebra in the commutant. But in the case that this operator has non symme

tric defect indices, we can define selfadjoint extensions only in some enlarged 

Hilbert space. So the first step will be to look for extensions of a family of 

unbounded operators. 

5 

II. 1. Definition: Let A be a partial m -algebra and (TT,2) ) a representation 

of A, A representation (T , jD ) will be called an extension of (T ,5) ) if 

(i) (T ) is a)representation of A . 

(ü) 5j ^Ol) and the norm on £> coincides on 3) with the original norm on S) 

Remark : 

It is not required in this definition that the two Hilbert spaces coincide but 

If (T j2) ) is an extension of (T ) and b is a bounded linear operator o n i (D ) 

then we can define an operator on ^ (J) ) by E b E , where E denotes the 

projection onto )• Since this mapping occurs quite often in the following, 

we will introduce a separate notation for it. 

II. 2. Definition: Let (TT , JD ) be an extension of (T ,2) ) and E be the projection 

_̂  
onto % (2) ) then we define for any bounded operator b on (JJ ) 

II. 3. Lemma: 

(i) P is linear, commutes with the involution and preserves ordering i.e. 

(ii) P is weakly continuous , 

(iii) For every x e A the restriction T ( v ) ^ 5) is equal to ti (x). 

-"V 

from ЪсЪ follows that is a subspace of 

and x > y implies £ U ) >, Ç t y ) 

These properties are all easy to verify and can be done by the reader. 

(iii) If be (Т , 5 )! then follows ç (b) é )¡, 
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.Remark: § maps the whole weak com mutant of (T , $ ) into the weak commutant 

of (T , Jj ) , in particular it maps also the strong commutant of (T , D ) into the 

weak commutant of (T , x> ) . This means that if b commutes strongly with (T ,1) ) 

then ^(b) need not commute strongly any more with ( T ,2) ) . Therefore the plan 

of attack consists in the inverse procedure, namely to take elements b from the 

weak commutant and try to define an extension ( T ,2) ) in such a way that b = £ (b) 

for some strongly commuting element b € (irj) ) 5 , This plan leads naturally 

to the following 

6 

(iii) 5) is the linear span of tiiJD i,e. 5) - { Z ft • ^at£ \M j f. x^D \ 

2) Denote by f (A)V\M the linear span of JTTor); x*. A j \J (M U m • w e U< J 

and assume ,d( , D ) and (T 9Jt ,D ) are two induced extension then we intro

duce a semiorder in0 % bv 

if 

(i) D ( D 

The last definition points out that we want to construct induced extensions 

several times. Therefore we have to show that this concept is consistent. 

II. 5. Lemma: 

1) Let n • J( ,JD ) be an induced extension of (1T , J) ) and assume there exist 

II. 4, Definition: 

1) A triple (IT , , D ) will be called an induced extension of ( T ,2) ) if 

(i) ( Т ,JD ) is an extension of (ЯГ ,î> ) 

(ii) M is an abelian * -algebra of bounded operators on ^ (jD ) with 1 € i4( 

and M C (f , S) s' 

(if, i i ) < ( T t ¿ i?>) 

(ii) There exists a sub-algebra J{ С \H isomorphic to Ji such that 

(iii) (IfV t̂ t ^ , 5) ) is an induced extension of ^ V iM f ¡Ü } 

x<£ A such that T (x) is bounded, then follows lT(x) | ( = | T c * i II 

2) Let (if ,ti< *J) ) be an induced extension of (T ,2) ) and denote by the weak 

closure of M> and 2) the linear span of iM'D , then every operator N 1*/ 

has a continuous extension H (x) to J)" and ( T ~ , UT ,J) ) ^ (IT , ^ , D ). 
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Proof: Assume B > 0 then follows ; 

'J »i 

This shows B is positive. If now B is selfadjoint then follows the lower 

and upper bounds of B are the same as those of B. Hence IbMBII . But this 

implies that 1) holds for arbitrary elements. 

The second statement follows from the usual continuity since the elements 

Having an induced extension (T , \M > «D ) then % maps i/H into the weak commutant 

of ( T ,3) )• But we can hope to reconstruct ( T ,uJ , J) ) only if § is a bijective 

mapping. Knowing (T , > Jl) ) then we eventually want to construct an extension 
A * * 

of this representation (IT , Jf , £> ). This can be done hopefully by using operators 

which weakly commute with TT and iM . Therefore £ should also be unique on 

such elements. This leads us to the 

7 

II. 6. Definition 

Let (If , iU > V ) be an induced extension of (T , jD ) then 

II. 7. Lemma 

1) Let ( T , \M , D ) be a regular induced extension of ( T , J) ) and (7 v dU , <£ $% ) 
A a 4 ^ 

be a regular induced extension of ( t v ,3) ) then (IT , $ y it , jD ) is a 

regular induced extension of (IT , 2) ) . 

2) Every increasing family (1T*, JH*» ) of regular induced extensions is majo

rized by a regular induced extension (T , U( , j) ). 

Proof: The first statement follows easily from the fact that the product of two 

injective mappings is again injective. 

( *» f, wi ITU) f ) j ик <£ M ( Ç é£> belong 

to the graph of (x). 

1) we define: (íf s (*« ,Ъ С Л А 

2) we say (IT , \M , D ) is regular if the mapping £ restricted to ( T ,ui ,J) ) w 

is injective. 
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This shows that the concept of regular induced extensions is very reasonable. 

If we can associate with it a set then we can use Zorn' s Lemma. Therefore 

two problems remain, namely to associate a set with it and also to construct 

them. To answer these questions we assume that we have given a regular in

duced extension. 

II. 8. Lemma 

1) Let ( T , iil , J) ) be an induced extension of ( T , $ ) such that § f \M is 

injective. 

8 

Let d( * ç l (il ) C ( T ^ i * 

V * e MM 

(i) is a self adjoint subset of (IT , 3 ) ^ 

fii) 3< is a convex cone with 

(iii) (j) has the properties: 

For the second Statement define 2) = U 2* and Т ы f . î V ) f if f c3 ) 

and (/{{ - \j Jy( where U( is naturally imbedded in «a( for /3 > ^ 

This means fc>£ \MÁ is defineddn 3) and is boimded by lemma II. 5. 

Let {T, M,3))w , then f (b)»0 implies by fib) ' ? , where 

£ч is the map from ) —> Ъ l # ID* > ) and ft the map from 

$l#(JDì) b l t f ^ O . that ^ ( Ь ) = 0 orF ¿ bl x (̂5)"*) - О 

Since V 3 (Qr) is dense in Of CD) it follows that b = 0 which implies the 

second statement. 

and define 

by 

then 

W 3-1 generates uU 

(/î) le- ^ 

(tf) if W ( X then exist 0 6 X (m ) ¿ 0 ° such that 

a) (p is an abelian product on uU 

ф ( т л . т г ) * = И) ( m * . m л ) . 
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b) <P is positive i.e.for p £ ^ . m ; e iÂ and f: fiD we have 

e) This extension is unique up to unitary equivalence. 

Proof: 

The first part is a simple application of Lemma II. 3. The existence of an 

induced extension is just as easy if we remark that by (iii) b) we have a scalar 

product on is the null space under this scalar product then 

£) - U( v£) /if . The rest ist only simple computation. 

9 

2.) Let U( , ~]o[ , (jj satisfy (i), (ii) and (iii) then there exists an induced extension 

such that 

a) $fiM is injective 

b) ut( = § ( d 0 

defines a unitary operator mapping Soar) into which also has all 

other required properties. The verification of the last part is then straight

forward. 

II. 9. Corollary: Let (T ,1) ) be a representation of a partial * -algebra, then 

there exist maximal regular induced extensions. 

It remains only to give the explicit construction of a regular induced extension. 

1 ¡ 

с ) M С 

3.) Let (TTL^ iX(1

 ; 3DL J i = 1, 2 be two induced extensions such that 

is injective then ( f " , ) < (T* t JUL, JD l ) 

(after some unitary transformation) if and only if Jjf c M1 and (j?1* tyz^ tM^^M 

If we have two different induced extensions such that £ 4 f ii(" and g l f ii\ 

are injective and such that § l fulfill all the required properties then a simple 

computation shows that ^ I - 5 ^ ? 4

 m < j f» 

This last lemma shows that the unitary equivalence classes of regular induced 

extensions form a semi-ordered set characterized by subsets i/K , 3^ and func

tions d) from wl( x ti( —> t(( . Therefore we get: 
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II, 10. Lemma: Let * £ w i t h 0 £ x * > f and v + A 4 

II. 11. Lemma: Let x be as in the previous lemma, then the extension defined 

by x is regular, if and only if x is extremal in the weakly compact set 

10 

Proof: (Q and x an extreme point of ) A , then extremality 

is equivalent to the following: The equations o a + y i 1 and o < x - y < 1 

implies y = o, or equivalently x is extremal if and only if ^ (IT JD)*̂  and 

Let now we ( T , {£,><} J) ) w with w = w and | wll = 1 and £(w) = o 

for some w or £ (ew) + £ ([4 -e) w) = o -

How - e s e w c e and - H-e-) 6 w c <<-e 

From ^ lev) - - f v) and extremality of x follows 

^ ( e u / ) » ^ - o . Since the extension t £> ) is induced by e 

and (1-e) we have X> « eOD (><-e) D • Hence we get r 

Since g commutes with the involution it follows from this that 5 [l ,3) ) w 

is injective. 

From this we get: 

II. 12. Theorem: 

1) Every regular induced extension of ( T , 3) ) is majorized by a maximal one. 

2) A regular induced extension of ( T , J) ) is maximal if and only if 

and ф {\áx if*. H-*) , \ г \ */*г (4-у) ) - \Хх 

then the conditions of Lemma II. 8. are satisfied, is generated by 1 and 

a projector e with ^ (e) = x, 

-X é y < x ала -(1-х) ¿ y i (1-х) implies y = о. 

implies - v ¿ p ( e v v j é * and - (л-v ) < Р ( ) ¿ л - v 

-л -Л -А [ / -С2 и И , I // 
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3) To every extremal x £ [ (T*\3> )W\A there exists a maximal induced 

extension (if , Ju ,f) ) and a projection e € such that x » £ ( e ) . 

11 

Proof: Statements 1, 2 and 3 are collections of the previous results. So only 4 

needs some consideration. The unit ball diA is a weak compact set and is 

4) Assume that the Hilbert-space is separable, then is 

also separable. 

mapped by f into the weak compact set ( ( T ^ . Since f is continuous 

and infective it follows that § is also continuous. Since $ (2 ) ) is separable, 

it follows that the weak topology on ( (IT , P ) w L is countable and hence also 

the weak topology of \MA . Since ui{ • "Jf (5)) is total in it follows 

that 't ( £ ) is separable. 
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III. Extensions with positivity conditions, abelian algebras 

In many applications we want that certain elements of the partial algebra A 

are represented by positve operators. In order to handle also this situation, we 

introduce the following notations: 

III. 1. Definition: 

1) Let A be a partial * -algebra and A^ its hermitian part. A cone P c 

is called a regular cone if 

III. 2. Definition: 

1) Let , i ) ) be a P-positive representation and k 6 (Tr tj) ) <

u / then we de

fine x » o if (f, HTcp; * P ) £ o for all f £ 5) and all p £ P 

12 

If we have a P-positive representation of A then we can treat the extension 

theory in almost the same way as in the last section. The only change consists 

in introducing a different order amongst operators in the weak commutant. 

2) By C\ (IT,S> ( T> ) we denote all x ^ i ^ j ) ) ^ with o ^ x ^ l 

and by Q Cir£)("p>) the linear span of c"^ (T i2) i"P) 

3) Let ( Tf > Ui , X) ) a n induced P-positive extension then we define 

(i) P ~b 1 

(ii) if x <> P and y£ A and if y ^ x y is defined then follows y* x y e P 

(iii) РЛ - P = о 

2) Let P be a regular cone in A. A representation ( f , j ) ) is called P-positive 

iî and хб P implies ( f, T t x ï f ) > 0 

3) Let ( T , Э ) be a P-positive representation of A. An extension (IT , 3> ) 

is called a P-positive extension if ( т ,2) ) is an extension of ( i» , <P ) and 

îT (x) is a positive operator for every x € P. 
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Replacing now the set { (IT t£> )^ | 

weakly compact sets (1^3) T> ) 

III. 3. Theorem: 

1) Every P-positive representation (TT,D ) of A is majorized by a maximal 

regular induced P-positive extension , 

The main field of application of this last theorem is the case of abelian 

algebras. If one has given a representation ( T , JD ) of an abelian * -algebra A 

one usually wants to know whether one can find an extension (if , D ) such that 

all symmetric operators are essentially selfadjoint on J) and that there spectral 

projections commute. In order to formulate the results we need some notations 

III. 4. Definition: 

1) Let A be an abelian * -algebra, a representation ( T , J) ) is called 

standard (Powers [ l ] ) if 

(i) If x£ A^, then T (x) is essentially selfadjoint on 3) . 

(ii) for x, y e A ^ the spectral projections of (x) and T(y) commute. 

13 

c ; ( f A s , ? ) , v i \ , 

With these notations we get the following result: 

resp. [ СП 4Ж t ) w J ^ by the convex 

resp. £ 4 (T^ £ , £ ~p> ) we can now 

proceed as in the last section. The outcome is the following 

2) A regular induced P-positive extension (TT , Ui , J) ) is maximal if and only if 

2) Let Vc be a linear subspace, then we say V generates A if for x e A 

exists a finite number of elements . . . £ V and a polynomial P such 

that x = P ( v . , v O J . . . v ) , 1 2 n * 

3) Denote by V the algebraic dual of V and let Z C V be a subset then we 

denote by 

for all CJ € z 
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III. 5. Theorem: Let A be an abelian A -algebra generated by Vc A^ 

and Z a subset of V . Let T be a cyclic representation of A with cyclic 

vector & i .e . 0) ^TTc/U^? . Then the following statements are equivalent: 

Proof: 1 4=P 2 Since P(Z) is a regular cone it follows with x 6 P and y 6 A 

that also y* x y c P . Hence if T is positive on P(Z) then follows T(4).Q.) 

14 

1) The functional T(x) = ( £ > , T ( * > Q ) is positive on P ( 2 ) 

A) (<TT , \M , cD ) is a maximal regular induced P (2)-positive extension of 

B) ('n , 1 X 1 ^ ) is a regular induced extension such that 

(b) % is standard 

1) <ь» 2) А) Ф=-> В) 

2) The representation (lï^TnAï Çl ) is P(Z) positive and has a maximal 

regular induced P(Z)-positive extension , 

(a) $С1 is dense in 4{(î>i 

and Л is a maximal abelian algebra . 

(c) The joint spectrum of T ( ^ ) ) « ^ T ( ^ J i i j ; ^ ^ belongs to the 
i 

(which is a subset of ). 

closure of the set 

is a P(Z)-positive representation. The second part of 2) is then just the last 

theorem. The converse conclusion is trivial. 

B =̂  A . Since TT is standard it follows from c) and the spectral theory that 

( t .ill jjD ) is P(Z) positive. Since cM is maximal abelian it follows that 

C * , i/U t D , PCZ ) ) * ii( * which shows that (1? , $x , % ) is a maximal 

regular induced P(2t) positive extension. 

A ^>B L e t ^ C V i . . . U*) k e a r e a - l polynomial. Let S be a finite dimensional 

linear subspace of V + J1L such that vA .... i \ 6 £ . Denote by A 
h L ^ 

the 

algebra generated by S and = 1(t\f)£2 . T(x) = ( i l , T ( x ; Jl 

restricted to A defines a finite dimensional moment problem. Since the 

moments are 1̂  *~P(~Z) C\ positive, there exists a P positive 

solution defined on a Hilbert-space ) ^ ^ . Denote by E g the projection 

onto \Jf^ and ^ be the representative of P in which is selfadjoint. 
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(Qlc -H ) is a bounded operator such that C z Fc

 4 ^ ) Ec is an element 

For every S denote by iC^ the set of bounded operators on ) such that 

If C belongs to this intersection then follows C <L C\ ( T tk {<M t j) , "pcZ ) ) 

and hence by maximality follows C £ iM A • From C Tf ((P1*1
 * ) -A » 

Remark: 

It is also possible to treat the noncyclic case. To do this one has to extend the 

notation of positivity. If this is done, then the result is similar to the last 

theorem. 

By the above construction follows Ĉ < 4 $i and CS' is convex and weakly 

closed. For Sj C S 2 follows £ ^ q £ ^ . This shows that the JCj* 

have the finite intersection property. Since the unit ball is weakly compact 

follows H t 

15 

of CI ( A S ) 5 ) S ( T > Ç ) and С Л - -О-

(i) С ( Ф г ^ ) п 

(ii) ÎC II ^ 

(iii) C t , с t i e** 

follows С » IT 1фЧх) showing that {(St +A ) is essentially self-

adjoint on 2) and is affiliated to t/K . Since now 

span all of J) it follows that M is maximal abelian. Hence nf is standard. 
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IV. Integral decomposition of states 

In the following let us assume, that A is a k -algebra. If we have a represen-

that (£) 

A 

and such that Ul consists of all bounded diagonal operators with respect to this 

decomposition. 

IV. 1. Assumptions 

1) D i s a nuclear vector space and the imbedding D —:> ^ ( J ) ) is con

tinuous 

is separately continuous as a map from 

16 

tation (% , 3) ) of A then we have seen, that we can construct maximal regular 

induced extensions ( T , M > D )• Moreover, 4f 3fc3) ) was a separable Hilbert 

space then the same is true for ^ L J) ) . I n this case we can make an integral 

decomposition of ^ ( 3 ) ) with respect to til . This means there exists a 

locally compact space -A. and a finite positive Borel measure on it such 

Now it is natural to ask whether one can decompose also the representation TT (A ) 

Since TTtv ) is generally an unbounded operator, such a decomposition is 

not always possible. The only case which I know of which yields integral decom

positions beyond von Neumans theory is the nuclear spectral theorem £ 2 , 3 ] . 

Therefore we will make the following 

2) A is a separable topological space, and is a continuous representation 

з) T(/i i5) с D and the map . 4 x 2 ) —1* D 

Under these conditions we get the following result: 

IV. 2. Theorem: Assume the above assumptions and the integral decomposition 

of % Ф \ with respect to iÁ{ , then we get for almost all X 
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1) There exists a linear mapping • J) —> ^ such that 

a ) JD̂  - £\ i s a nuclear space in the final topology continuously im

bedded in and dense in 

b) For all ^ £ j ) ; \ E^f i s a measurable field , 

3) If ^ € J) and X ^ is any measurable field representing g then 

4) If ( T , JD ) is a cyclic representation i.e , £> * Tf (A ) A. then 

£ x » T i A U )Xlx

 w i t h * f i n 

Proof: 

1) The existence of B A ! D —> ^ such that f - f ^ f oj^(/() is the nuclear 

spectral theorem. Since f A is continuous follows 5)̂  ^ 5) / ^ e r £^ 

is a nuclear space. The density of 2)̂  in 3^ will follow from 3 a). 

2) Let f ,J * D ; * £ 4 and 

17 

2) There exists a linear mapping TT U ) —; T CX ) into the linear operators 

on such that ; 

a) FA if (V) î * T x (л ï f 

b) V —> Tt^Cv) is a * -homomorphism and ^ (a) is a continuous re

presentation when equipped with the final topology 

c) for * * A a n d f € A) rMQp (*4 fAJ -o TTX (v ) y x i s separately 

continuous . 

a) Î a 6 D a 

b) \ T̂ x ̂  * $i i s a measurable field and 

(i) T Cv ) 3» ^ U ) 

A 

5 ) ( т , , л , С -

6) If ( T , 2) ) is cyclic and ? ( v ) -0- * 0 then follows ST. U ) -Q l - 0 

Т А Ц.^х) - ( Fkf, e, Г С П g ) - ( F a T í ^ ) f , ) 

then follows for every bounded Ia- measurable function vv\ (A ) 

S ^ m T ^ f . ^ U u - ( f , £ " " 4 ) - (tfcx«)f w o ) --Û 

and hence 



- 43 -

Define ^ ( v ) •'- t A Tcjc><j , 

then T>Atv) defines a * -representation a. e. since = 0 and A is 

separable. The rest follows again since Ker E ^ is closed. 

3) If j?€2> then f - Z w , - ^ , W i th wi ,€u{f and Q;£& 

Since U4 is diagonalisable follows *vi; —> I A —> W ( ( M ^ ) 

and hence f is represented by 

which is measurable. Since ^ is dense in follows (r , 

is dense in , 

Now T c v ) f - TT Cv ) Z vu4 J . ~ 1 *M.- II Cx) g ; 

4) follows from 2 and so does 6, 

5) The proof of this is exactly as in the case of von Neumann algebras which 

can be carried over since only matrix elements are needed in the proof. 

18 

Furtheron we will assume that the map /\ y j ) —o ^ (j)) defined by Too ^ 

is separately continuous. Since ST is generally only weakly continuous, it is 

a separate assumption. But in the case where A is a barrelled topological space 

- í Il ч U ) 1 Ил 
V 

Now we shall apply the last result to the integral decomposition of states. We 

will assume that A is a nuclear separable * -algebra. The cases of physical 

interest are test function algebras over either ^fC^) or £D (fi^) . I n 

both cases the algebra is separable. We will also assume that 1 <£ A and that 

the product is separately continuous. Let now CO be a state on A, i .e . 

a continuous positive linear functional on A such that u) (1) = 1 . 

By the G .N . S. construction we get a representation [T^ f «fi"" _cl) . I n this 

case 2) ~ TT I \ is automatically a separable nuclear space which is con-

tinuously imbedded in ^ ^5) ) * 
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(as in the cases of interest) then X - ° MlTc*) ^ 1/ is automatically continuous 

(see e.g. [41) . With these assumptions we get: 

IV. 3. Theorem: 

Let A be a nuclear * algebra with separately continuous product, and o a 
\ 

state on A. Assume that for every y <£ A V to <j ) is continuous. 

Then exists a locally compact space A . and a positive normal ized Borel 

measure M Q) on and states u)\ on A such that 

Proof: 

Let ( "|f̂  , J) ) be the G . N . S . representation of CO then ĉo * ^^Lcj 

and hence a separable nuclear space. 

Then we construct some maximal regular induced extension ( T , ^ , ) 

19 

2) Co). is an extremal state 

4) If La ~ [xeA ; w c A ) --o\ then L 0 C / . ^ 

where % and fulfill the conditions of Theorem IV. 2. 

(0̂  

and apply Theorem IV. 2. to it. Define CO Cv ) * (ir A t T O) ̂ ) / 

which gives the desired result. 1 A > > 

1) co * j CĴ  ^ ( M is a weak integral decomposition and ^ -almost 

everywhere 

А/ 

3) у ~> сОх ( ус"х (j ) is continuous 
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V. The moment problem over nuclear spaces 

We now want to apply our results to abelian x algebras. If A is an abelian 

* -algebra of bounded operators then every extremal state is a character, 

it is a positive linear functional CO fulfilling 

20 

СО (x <j) * со U) со су) 

But it is well known that on an algebra of unbounded operators not every extremal 

state is a character (non-solvability of the moment problem in more than one 

operator). Therefore the question arises to characterize those states which can 

be decomposed into characters. 

V. 1. Assumptions: 

1) A is an abelian nuclear * -algebra 1 £ A with a separetaly continuous 

product. 

2) V is a linear subspace of A^ such that A(V) the algebra generated by V (J 1 

is dense in A. 

V is a real nuclear space in the topology induced by A, 

3) V* denotes the (real) dual space of V and Z C V* a subset 

P(Z) is the cone of polynomial P f V ^ . . 1 ^ ) such that T> ( if {0A) jtfiVO <f(UnJ )>o 

for aU i| £ 2 , 
With these notations we get: 

V. 2. Theorem: Let A, V, Z as above and let u> be a state then the following 

statements are equivalent 

1) CO is positive on P(D and x -:> CO C** x) x is continuous 

2) co has a weak integral decomposition 

co * [ 0JX о1ук en 
A 

where j \ is a locally compact space and ju is a positive normalized 

measure and the following holds for almost all X : 

a) Qx is a character on A 

b) 03xh \/ belongs to the weak closure of Z 
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Proof: 

The implication 2 4 1 is straightforward. The other direction we get by com

bining the results of the sections III and IV. 

In the physical applications there appear special cases of algebras, namely 

symmetric tensor algebras over nuclear spaces. Since there are generally 

more than one way of defining a tensor algebra we want to be sufficiently 

specific. 

V. 3. Assumptions: 

1) Let V be a real linear nuclear vector space and V its dual. 

Assume V is the strict inductive limit of a countable number of its sub-

spaces V. 

21 

th 
2) We define the n tensorial power of V as 

-A 
where ® denotes the completed TT tensor product and 

equipped with the direct sum topology. 

3) S (V) the symmetric C-tensor algebra which is derived from V in the 

standard way. 

V, 4. Lemma: 

1) If CO is a continuous positive linear functional on S(V) then x cj(**v) fc 

is continuous. 

2) Let Z ( V"', then the continuous characters on S(V) which are positive on 

P(Z) are in one to one correspondence with the elements of the weak closure Z 

d) There exists a continuous seminoma p on A and a function C £ L t ) 

with C £ O and / t ^ U ) j 4 £ Q ) pCv) , 

Vi » О 
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via the formula 

The proof of these statements are fairly simple so that we can proceed in our 

investigation. 

V. 5. Theorem: Let T be a linear functional on S(V) then the following con-

citions are equivalent. 

1) T is continuous and positive on P(Z) with T(l ) = 1 

22 

2) T has a weak integral decomposition 

where ( A , ju ) is a standard measure space with 1 o and I d * ^ and 

a) CO. £ 2 

2 

exists and is jointly continuous in . . . £ V. 

Proof: 

1) is implied by 2) or 3) in an obvious fashion. 1) implies 2) is theorem V. 2. 

except for the estimate. But we have from theorem V. 2. 

«у. 6 У and b » СО h V £ 2 , 

b) > —) u) . (V) is и measurable for аЦ v ¿ V and there exists a 

function C ( A ) > 0 , CtA) 6 L1 ( A , ^ ) and continuous seminorms 

P on V with 
n 

where -y is a measure on the <3"-algebra generated by the weakly closed sets 

in V* and having the following property: 

For any polynomially bounded continuous function f on R the integral 

Z 
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where p is a continuous seminoma on S(V). But there exists a continuous semi-

norm Q on V such that 

2) ^ 3) By Lemma V. 4. we have a one-valued map F from JV into V . 
» -1 

Define a set MC V be measurable if F (M) is measurable in J\ and 

23 

< С } ^ Л and therefore | С0Л (г)) | С С С» ) л С) (D ) . 

V (M) = yu (F (M) ). Measurable functions can be transported in an analogue 

manner. It remains to show that all weakly closed sets of V* are measurable. 

Let K c l ^ b e weakly closed then CO £ K if and only if the character XA de

fined by CĴ  is positive on the cone P(K) . Using Lemma V . 4 . we see that all 

these characters are continuous with respect to a fixed seminorm p on S(V) 

and therefore P(K) is separable. If P£ P(K) then the set { > • * A (P) £ 0 J 

is yu -measurable and therefore also is measurable as countable 

intersection of measurable sets. 

The continuity property remains then a consequence of a simple estimate. 
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VI. Application to quantum field theory 

A Wightman functional W is usually defined as a state over the testfunction 

algebra ff fulfilling the conditions (see e g [51 ) 

VI. 1. Lemma: Let ( T , M , J) ) be a maximal regular extension of ( if ,3) ) 

then the unitary group representation U(a) in ) of the translation group 

extends to a unitary group representation K (a) on $ ( $ ) such that \M and 

\A (a) commute. 

As a consequence of this we get 

VI. 2. Theorem: Every Wightman-state W can be decomposed into a weak inte

gral over extremal Wightman states 

A . ' 
In the framework of local algebras of bounded operators it is well known that 

the extremality of the state and the uniqueness of the vacuum in the represen

tation space are equivalent £ 6 ] . But, due to pathologies associated with un

bounded operators it is possible to show that this is no longer true for Wightman 

fields. We now want to investigate under what conditions a Wightman state can 

be decomposed into extremal ones with a unique vacuum. We start first with 

some 

24 

VI. 3. Notations and Remarks 

L ) Let A(f) be some Wightman field ( f £ j f ) defined on some domain <£> 

in a Hilbert space ^ and let t | (a) be the unitary representation of the 

translation group which is defined with it. 

(<< ) W is translations! invariant 

(/3 ) W anihilates the two-sided locality ideal I 

( V*) W anihilates the left spectral ideal 

If ( T ^ T 5) ) is the cyclic representation constructed from W then due to the 

spectrum condition follows that also every operator b belonging to the weak 

commutant of this representation commutes automatically with the unitary re 

presentation of the translation group. From this follows: 
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Denote by P q the projection onto the subspace invariant under U(a), and 

define %6 > T>0 ^ . 

VI. 4. Theorem: 

1) There is a one to one correspondence between ' 
^ s\ ^ 

1. unitary equivalence classes of induced regular extension (A , M , & ) 

of ( 4 , 3* ) and 

ti( » (/[/0 

u(( » 

25 

2) Assume there is a cyclic subset ^ 0 C %0 such that D = linear span {^(f)^] 

Denote by X) the completion of 2) in the graph topology induced by all A(f). 

Define and <v = linear span 

3) Due to the spectrum condition, the following statements are true (see [7 J ) 

а) \ 2 г С Ъ 0 

b) The operators A = P A P are well defined and generate a commuta-
О О О ь 

tive * -algebra on . У 

C ) ( ^ Ô , ^ C )
 i s a r e P r e s e n t a t i o n of S(J^) i . e . the symmetric tensor algebra 

over ff . 

4) Let 9 be the set of positive elements in Ï i . e . ¡Zfrf; • 

the sum converges in 9 ] and denote by P( У ) С S( *f ) the set 

{ 2 f.Vf.- - v <? , f: < U Ï > 1 
With this notation we have more precisely (A q I<9^) is a P( )-positive 

representation of S{JP ) . 

With these notations we get 

2. unitary equivalence classes of regular induced P( ¥ )-positive extensions 

m S / o ? * A ) of (*o,%). 

2) If (A >M > % ) ( At >MC ) are corresponding extensions then the 

following diagram commutes : 
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where the horizontal arrows stand for the restriction of invariant operators to 

the invariant subspace. It is a normal isomorphism of * -algebras sin^e M 

belongs to the strong commutant of A. f and Ç0 are the weakly continuous 

mappings discussed earlier. 

Proof: The details of the proof are easy computations after having answered 

the following question. Take a positive operator b £ ( A c ( 3a) w when 

can it be lifted to a positive operator b in ( A J9 ) * w such that b » P0 b
 ? 

If on the other hand 5 € then we can define b by the 

same equation. 

26 

Assume b fi ( A t S )w } * > b ì 0 and f e S>& t  

then we have 

This shows ъ ь £ e ! M 0 i 9 c . 

the corresponding state on S(J^). 

2) For every X € tf* we want that the spectrum of A (x) is the positive 

{ "PC*, , . . . J ^ ) • V ; £ for <f€ J ? U ^ have 

We now want to apply this result to Wightman functionals. To this end we need 

some 

VI. 5. Notations: 

1) Let W be a Wightman state and ( A ( A Lj) Jl ) the cyclic representation 

constructed from W. 

Denote by A the associated representation of S ( j^ ) and W (x) = (XL, A (x) si ) 

halfline. Therefore the common spectral set is the dual cone of ^ which 

we denote by 

Then r ( *) denotes the set of all polynomials 
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We now get: 

VI. 6. Theorem: 

Let W be a Wightman state, then the following conditions are equivalent: 

1) W has a weak integral decomposition 

with y\_ and yu as usual and has the cluster property a.e. 

2) has a weak integral decomposition 

The proof is only a collection of previous results. 

There is another area of applications, these are the so-called Schwinger functionals 

and which are used extensively in the constructive field theory. But in order to 

treat the problems which are connected with them, some further results are 

needed which are beyond this representation given here. The results which we 

have obtained in Gottingen so far will be presented at the conference in Marseille. 

27 

.л. 
with A , as above and WQ ̂  is P C j > positive character a. e. 

3) W is positive on ~P C 5fU) . 

w í 
-A. 
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