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EFFICIENT AND LOCAL EFFICIENT SOLUTIONS
FOR ASSIGNMENT TYPE PROBLEMS ∗

Jacques A. Ferland
1

and Pina Marziliano
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Abstract. In this paper, we analyse the multiobjective problem gen-
erated by applying a goal programming approach to deal with linear
assignment type problem. We specify sufficient conditions for a solution
to be efficient for this problem. The notion of efficiency with respect
to a neighborhood is also introduced and characterized through suffi-
cient conditions. Unfortunately, these conditions are not necessary in
general.

Keywords: Efficiency, local efficiency, assignment,multiobjective.

1. Introduction

The structure of the Assignment Type Problem (ATP) provides a very interest-
ing framework to model timetabling and scheduling problems (see [2]). In Ferland
et al. [4], four different neighborhood search techniques are analyzed to deal with
the single objective function optimization problem generated when a penalty ap-
proach is used to handle the additional constraints. In Ferland et al. [3], one of
these techniques, the Tabu Search Method, is extended to deal with the multiobjec-
tive function optimization problem generated when a goal programming approach
is used to deal with the additional constraints. The method generates an efficient
solution of the multiobjective problem associated with a specific priority ranking
of the objective functions. These techniques have been used in several applications
as reviewed in Costa [1], Ferland [2], and Robert [12].

Received December, 1999. Accepted March, 2001.

∗ This research was supported by NSERC grant OGP0008312, and FCAR grant ER-1654.
The second author received a NSERC fellowship during her M.Sc. studies.
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The drawback of the preceding techniques is that they generate only one specific
efficient solution. In Marziliano [9] and Marziliano and Ferland [10], a variant of
the interactive method of Zionts and Wallenius [14] is introduced to generate
sets of neighboring local efficient solutions to be appraised by the user. At each
iteration, the feedback provided by the user is used to identify the set of local
efficient solutions to be generated at the next iteration.

The purpose of this paper is to introduce formally the notion of local efficient
solutions with respect to a neighborhood for linear ATP, and to provide sufficient
conditions for efficiency and local efficiency. In Section 2, we give a mathematical
formulation of ATP and we specify the goal programming approach to transform
the problem into a multiobjective problem. Sufficient conditions for a solution
to be efficient for this multiobjective problem associated with a linear ATP are
introduced in Section 3. Then the notion of local efficiency with respect to a
neighborhood for the same problem and sufficient conditions for it are given in
Section 4. Unfortunately these conditions are not necessary in general. In
Section 5, we establish the relations between the local efficiency conditions and
the efficiency conditions. Finally, Section 6 includes concluding remarks extending
these results to a generalized version of ATP.

2. Problem formulation and basic definitions

Consider the Assignment Type Problem (ATP ) that can be summarized as fol-
lows:

Given n items and m resources, the problem is to determine an assignment
of each item to a resource in order to optimize an objective function and to
satisfy K additional constraints.

This problem can be formulated as

min F (x)
Subject to Gk(x) ≤ 0 1 ≤ k ≤ K

x ∈ X

where

X =

x :
∑
j∈Ji

xij = 1, 1 ≤ i ≤ n;xij = 0 or 1, 1 ≤ i ≤ n, j ∈ Ji


and Ji ⊂ {1, 2, . . . ,m} is the set of admissible resources for item i, 1 ≤ i ≤ n. The
decision variable xij is such that

xij =
{

1 if item i is assigned to resource j
0 otherwise.
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For all x ∈ X , denote by Vk(x) the violation of constraint Gk(x) ≤ 0; i.e.,

Vk(x) = Max{0, Gk(x)}, 1 ≤ k ≤ K.

In most real world applications, the additional constraints Gk(x) ≤ 0, 1 ≤ k ≤ K,
are regarded as goals to be achieved rather than constraints. Hence it makes sense
to replace the original (ATP ) by a multiobjective programming problem

(GATP) min
x∈X

V (x) = [V1(x), V2(x), . . . , VK(x), VK+1(x)]T

where VK+1 = F (x).
Recall that in multiobjective problems the notion of efficiency replaces the

notion of optimality used in single objective problems:
x ∈ X is efficient for (GATP ) if there is no z ∈ X such that

Vk(z) ≤ Vk(x) 1 ≤ k ≤ K + 1
and

Vk̄(z) < Vk̄(x) for some index k̄, 1 ≤ k̄ ≤ K + 1.

Geoffrion [6] introduces a sufficient criterion for efficiency, allowing to identify
efficient solutions by solving single objective function problems associated with
(GATP ):

x̄ ∈ X is efficient for (GATP ) if there exist positive weights

λk > 0, 1 ≤ k ≤ K + 1,

such that x̄ is an optimal solution of the associated weighted problem

(GATPλ) min
x∈X

K+1∑
k=1

λkVk(x).

It is worth noting that in several applications reported in Ferland [2], we use
a penalty approach to deal with the underlying (ATP ). In this approach, the
following problem (PATP ) is solved instead of (ATP ):

(PATP) min
x∈X

K+1∑
k=1

βkVk(x).

Hence this corresponds to determine an efficient point of (GATP ) associated with
the weights βk > 0, 1 ≤ k ≤ K + 1.

In this paper, we consider the case where F (x) ≡ 0 and all functions Gk(x)
are linear. This is far from being an unrealistic case since in several applications
the objective is to obtain a solution satisfying the additional constraints as much
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as possible without any objective function per se. For instance, in the school
timetabling problem, the purpose is to generate a timetable with the least number
of conflicts (where the same teacher or the same student must attempt more than
one class at a given period), respecting teachers’ availabilities, and where at each
period, the number of required classrooms exceeds by as few as possible the number
of classrooms available. Under these assumptions (GATP ) reduces to

min
x∈X

V (x) = [V1(x), V2(x), . . . , VK(x)]T

(GATPL)

where

Vk(x) = max

0,
n∑
i=1

∑
j∈Ji

bkijxij

 ·
Furthermore, the associated weighted problem becomes

min
K∑
k=1

λksk

subject to
n∑
i=1

∑
j∈Ji

bkijxij − sk + tk = 0 1 ≤ k ≤ K∑
j∈Ji

xij = 1 1 ≤ i ≤ n

xij = 0 or 1 1 ≤ i ≤ n, j ∈ Ji
sk ≥ 0, tk ≥ 0 1 ≤ k ≤ K.

(GATPLλ)

3. Efficiency conditions

In this section, we introduce a sufficient condition for a solution x ∈ X to be
an efficient point of (GATPL) associated with a weight vector λ > 0. First, we
introduce sufficient conditions for x to be an optimal solution of (GATPLλ) by
referring to the optimality condition of the relaxed problem (GATPLλ) obtained
by relaxing the integrality conditions on the variables xij ; i.e. the constraints
xij = 0 or 1 are replaced by xij ≥ 0, 1 ≤ i ≤ n, j ∈ Ji. Then, relying on Geoffrion
[6] result, it follows that x is an efficient point of (GATPL).

Property 3.1. Consider problem (GATPL). Let λ > 0 be a weight vector, and
x̄ ∈ X be such that for all i, 1 ≤ i ≤ n

x̄ij(i) = 1 for some index j(i) ∈ Ji
and

x̄ij = 0 for all j ∈ Ji, j 6= j(i).
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If there exists a subset K0 ⊂ {k ∈ K : Gk(x̄) = 0} such that

c̄ij(x̄) =
∑
k∈K̃

λk(bkij − bkij(i)) ≥ 0 1 ≤ i ≤ n; j ∈ Ji

whenever K̃ = {k ∈ K : Gk(x̄) > 0} ∪K0, then x̄ is efficient for (GATPL).

Proof. Referring to (GATPLλ) and to the definition of K̃, it follows that if s̄ =
[s̄1, . . . , s̄k]T and t̄ = [t̄1, . . . , t̄k]T are specified as follows: for all k, 1 ≤ k ≤ K

s̄k =
{
Gk(x̄) if k ∈ K̃
0 otherwise

t̄k =
{

0 if k ∈ K̃
−Gk(x̄) otherwise

then x̄, s̄, t̄ is a basic feasible solution of (GATPLλ) where the basic variables are
xij(i), 1 ≤ i ≤ n, sk, k ∈ K̃, and tk, k ∈ K\K̃.

Now, we analyze how to obtain the relative costs of the variables associated
with the corresponding basis.

s1 · · · sK t1 · · · tK x11 · · · x1m1 · · · xn1 · · · xnmn right hand side

−1 · · · 0 1 · · · 0 b111 · · · b11m1
· · · b1n1 · · · b1nmn 0

. . .
. . .

.

.. · · ·
.
.. · · ·

.

.. · · ·
.
..

.

..

0 · · · −1 0 · · · 1 bK11 · · · bK1m1
· · · bKn1 · · · bKnmn 0

0 · · · 0 0 · · · 0 1 · · · 1 · · · 0 · · · 0 1

... · · ·
...

... · · ·
... · · ·

. . . · · ·
...

0 · · · 0 0 · · · 0 0 · · · 0 · · · 1 · · · 1 1

λ1 · · · λK 0 · · · 0 0 · · · 0 · · · 0 · · · 0 0

Figure 1. Matrix associated with problem (GATPLλ).

To the last row of the tableau in Figure 1, we add each row k multiplied by λk if
k ∈ K̃ (hence the coefficient of sk becomes equal to zero if k ∈ K̃). Furthermore,
we substract each row (K+ i) multiplied by

∑
k∈K̃

λkb
k
ij(i) for all i, 1 ≤ i ≤ n (hence

the coefficient of xij(i) becomes equal to zero for all i, 1 ≤ i ≤ n). It is easy to
verify that the row vector generated includes the relative costs of the variables,
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and hence

relative cost of xij = c̄ij(x̄) =
∑
k∈K̃

λk(bkij − bkij(i)), 1 ≤ i ≤ n, j ∈ Ji

relative cost of sk =
{

0 if k ∈ K̃
λk otherwise , 1 ≤ k ≤ K

relative cost of tk =
{
λk if k ∈ K̃
0 otherwise , 1 ≤ k ≤ K.

But referring to the hypothesis of the theorem,

λk > 0, 1 ≤ k ≤ K, and c̄ij(x̄) ≥ 0, 1 ≤ i ≤ n, j ∈ Ji.

Thus the basic feasible solution x̄, s̄, t̄ is optimal for (GATPLλ). Furthermore,
since x̄, s̄, t̄ is a feasible solution of (GATPLλ) and since (GATPLλ) is a relaxation
of (GATPLλ), it follows that x̄, s̄, t̄ is an optimal solution for (GATPLλ). Hence
referring to Geoffrion [6], x̄ ∈ X is an efficient point of (GATPL) associated with
the weight vector λ > 0.

It is worth noting that Property 3.1 can be derived using the duality theory in
multiobjective linear programming introduced in Isermann [7]. Furthermore, the
criterion for efficiency in Property 3.1 (i.e., the c̄ij(x̄)) is specified in terms of the
violated or binding constraints uniquely. In a sense, these constraints play a role
similar to that of the active or binding constraints in single objective optimization.

Unfortunately, the sufficient condition in Property 3.1 is not necessary in general
because Geofrion [6] condition is not necessary in general.

4. Local efficiency conditions

Now, we introduce conditions to characterize the notion of local efficiency with
respect to a neighborhood. In the next section, these conditions are shown to
be weaker than those that characterize efficient solutions. These conditions have
been used (without formally showing that they characterize local efficiency) in
Marziliano and Ferland [10] to derive an interactive algorithm to iteratively gener-
ate sets of neighboring local efficient solutions. At each iteration the user indicates
the solution that he prefers, and this information is used at the next iteration to
generate a new set of local efficient solutions. This algorithm is a variant of Zionts
and Wallenius [14] approach.

As in Section 3, let x̄ ∈ X be such that for all i, 1 ≤ i ≤ n

x̄ij(i) = 1 for some index j(i) ∈ Ji
x̄ij = 0 for all j ∈ Ji, j 6= j(i).

A solution x′ ∈ X belongs to the neighborhood N (x̄) of x̄ if it can be generated
from x̄ by modifying the assignment of exactly one item. Denote x′ = x̄ ⊕ (i, j)
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the solution in X obtained from x̄ by assigning item i to j instead of j(i); i.e.

x′pq = x̄pq 1 ≤ p ≤ n, p 6= i, q ∈ Jp
x′iq = x̄iq q ∈ Ji, q 6= j, j(i)

x′ij = 1

x′ij(i) = 0.

Then

N (x̄) =
{
x′ ∈ X : ∃(i, j) such that x′ = x⊕ (i, j), 1 ≤ i ≤ n, j ∈ Ji, j 6= j(i)

}
·

The notion of local efficiency with respect to N can be specified as follows:

x ∈ X is locally efficient with respect toN for (GATPL) if there is no z ∈ N (x)
such that

Vk(z) ≤ Vk(x) 1 ≤ k ≤ K + 1
and

Vk̄(z) < Vk̄(x) for some index k̄, 1 ≤ k̄ ≤ K.

The sufficient conditions for local efficiency are specified in terms of the modifica-
tion induced on the objective function of (GATPLλ) if the solution x̄ is modified
to x′ = x̄⊕ (i, j) in N (x̄) (i.e., if we move from x̄ to the neighboring solution x′).
The following technique which measures the modification has been introduced in
Mazzola and Neebe [11]. It is easy to verify that the modification δkij(x̄) so induced
on the function Vk(x) is specified as follows:

δkij(x̄) =


bkij − bkij(i) if Gk(x̄) ≥ 0 and (bkij − bkij(i)) > 0
max

{
0, Gk(x̄) + bkij − bkij(i)

}
if Gk(x̄) < 0 and (bkij − bkij(i)) > 0

max
{
−Gk(x̄), (bkij − bkij(i))

}
if Gk(x̄) ≥ 0 and (bkij − bkij(i)) < 0

0 otherwise.

The overall modification δij(x̄) induced on the objective function of (GATPLλ) is

δij(x̄) =
K∑
k=1

λkδ
k
ij(x̄).

Theorem 4.1. Consider problem (GATPL). Let λ > 0 be a weights vector, and
x̄ ∈ X be such that for all i, 1 ≤ i ≤ n

x̄ij(i) = 1 for some index j(i) ∈ Ji
and

x̄ij = 0 for all j ∈ Ji, j 6= j(i).
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If δij(x̄) ≥ 0, 1 ≤ i ≤ n, j ∈ Ji, then x̄ is locally efficient with respect to N for
(GATPL).

Proof. For contradiction, assume that x̄ is not locally efficient with respect to N .
Hence there exists a solution x′ = x̄⊕ (i, j) in N (x̄) such that

Vk(x′) ≤ Vk(x̄) 1 ≤ k ≤ K
and

Vk̄(x′) < Vk̄(x̄) for some index k̄, 1 ≤ k̄ ≤ K.

On the one hand, since Vk̄(x′) < Vk̄(x̄), then Gk̄(x̄) > 0, and bk̄ij < bk̄ij(i). Hence,

referring to the definition of δk̄ij(x̄), since Gk̄(x̄) > 0 and (bk̄ij− bk̄ij(i)) < 0 it follows
that

δk̄ij(x̄) = max
{
−Gk̄(x̄), (bk̄ij − bk̄ij(i))

}
< 0.

On the other hand, for k 6= k̄, two cases must be analyzed:

Case 1: Gk(x̄) ≥ 0.
Since Vk(x′) ≤ Vk(x̄), it follows that if Gk(x̄) ≥ 0, then bkij − bkij(i) ≤ 0. Further-
more, from the definition of δkij(x̄), if Gk(x̄) ≥ 0, then

δkij(x̄) =

{
bkij − bkij(i) if (bkij − bkij(i)) ≥ 0
max

{
−Gk(x̄), (bkij − bkij(i))

}
otherwise.

Hence δkij(x̄) ≤ 0.

Case 2: Gk(x̄) < 0.
Since Vk(x′) ≤ Vk(x̄), it follows that if Gk(x̄) < 0, then Gk(x′) = Gk(x̄) + (bkij −
bkij(i)) ≤ 0. Furthermore, from the definition of δkij(x̄), if Gk(x̄) < 0, then

δkij(x̄) =
{

max
{

0, Gk(x̄) + (bkij − bkij(i))
}

if (bkij − bkij(i)) > 0
0 otherwise.

Hence δkij(x̄) ≤ 0 in this case also.
Finally, since λ > 0, it follows that

δij(x̄) =
K∑
k=1

λkδ
k
ij(x̄) < 0,

a contradiction. Thus, x̄ is locally efficient with respect to N for (GATPL).

At each iteration of the method introduced in Marziliano and Ferland [10],
the authors rely on the result in Theorem 4.1 to determine how to modify each
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λk, 1 ≤ k ≤ K, individually in order to generate a new local efficient point in
the neighborhood of the current local efficient point. Hence a set of new local
efficient points in the neighborhood of the current efficient point together with
their associated weight vector λ are generated at each iteration.

Unfortunately, the sufficient condition in Theorem 4.1 is not necessary. Indeed,
consider the (GATPL) where

G1(x) = 10x11 + 2x12 + x21 + 11x22

G2(x) = x11 + 2x12 + 10x21 + 8x22

G3(x) = −x11 − x12 − x21 − x22

and X is the set of points in R4 such that

x11 + x12 = 1
x21 + x22 = 1
xij = 0 or 1, 1 ≤ i ≤ 2, 1 ≤ j ≤ 2.

There exist four feasible solutions in X :

x1 = [1, 0, 1, 0], x2 = [1, 0, 0, 1], x3 = [0, 1, 1, 0], and x4 = [0, 1, 0, 1].

The corresponding values of the Gk(x), 1 ≤ k ≤ 3 are summarized Table 1.

Table 1. Values of the Gk(x).

HHHHH

x.
[1, 0, 1, 0] [1, 0, 0, 1] [0, 1, 1, 0] [0, 1, 0, 1]

G1(x) 11 21 3 13
G2(x) 11 9 12 10
G3(x) −2 −2 −2 −2

It is easy to verify that x1 = [1, 0, 1, 0] is locally efficient with respect to N .
But there is no vector λ = [λ1, λ2, λ3]T > 0 such that δij(x1) ≥ 0, 1 ≤ i ≤ 2,
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1 ≤ j ≤ 2. Indeed, for contradiction, assume otherwise. Since

δ1
12(x1) = −8, δ2

12(x1) = 1, δ3
12(x1) = 0;

δ1
22(x1) = 10, δ2

22(x1) = −2, δ3
22(x1) = 0,

and hence 16λ1 ≤ 2λ2 ≤ 10λ1 implies the λ1 ≤ 0, a contradiction.

5. Local efficiency vs. efficiency

Referring to the definitions, it is trivial that an efficient point is a local efficient
point. As one can expect, it is easy to verify that whenever x̄ satisfies the sufficient
condition of Property 3.1, then it satisfies the sufficient condition for local efficiency
given in Theorem 4.1. This result is shown in the following theorem.

Theorem 5.1. Consider problem (GATPL). Let λ > 0 be a weights vector, and
x̄ ∈ X be such that for all i, 1 ≤ i ≤ n

x̄ij(i) = 1 for some index j(i) ∈ Ji
x̄ij = 0 for all j ∈ Ji, j 6= j(i).

Denote K̃ = {k ∈ K : Gk(x̄) > 0} ∪ K0, where K0 ⊂ {k : Gk(x̄) = 0}. If
c̄ij(x̄) =

∑
k∈K̄

λk(bkij − bkij(i)) ≥ 0, 1 ≤ i ≤ n, j ∈ Ji, then δij(x̄)) ≥ 0, 1 ≤ i ≤ n,

j ∈ Ji.
Proof. Denote c̄kij(x̄) = bkij − bkij(i), 1 ≤ i ≤ n, j ∈ Ji, 1 ≤ k ≤ K. By definition

c̄ij(x̄) =
∑
k∈K̃

λk(bkij − bkij(i)).

For any k ∈ {k ∈ K : Gk(x̄) > 0},
i) if (bkij − bkij(i)) ≥ 0, then δkij(x̄) = bkij − bkij(i) = c̄kij(x̄);
ii) if (bkij − bkij(i)) < 0, then

δkij(x̄) = max
{
−Gk(x̄), (bkij − bkij(i))

}
= max

{
−Gk(x̄), c̄kij(x̄)

}
≥ c̄kij(x̄).

Similarly, for any k ∈ {k ∈ K : Gk(x̄) = 0},
i) if (bkij − bkij(i)) ≥ 0, then δkij = c̄kij(x̄) ≥ 0;
ii) if (bkij − bkij(i)) < 0, then δkij = max{0, c̄kij(x̄)} = 0.

It follows that ∑
k∈K̃

λkδ
k
ij(x̄) ≥

∑
k∈K̃

λk c̄
k
ij(x̄). (1)



EFFICIENT AND LOCAL EFFICIENT SOLUTIONS 311

Finally, for any k ∈ {k ∈ K : Gk(x̄) < 0},

δkij(x̄) =
{

max
{

0, Gk(x̄) + (bkij − bkij(i))
}

if (bkij − bkij(i)) > 0
0 otherwise.

Thus, δkij(x̄) ≥ 0, and consequently∑
k 6∈K̃

λkδ
k
ij(x̄) ≥ 0. (2)

Using relations (1) and (2), it follows that

δij(x̄) =
∑
k∈K̃

λkδ
k
ij(x̄) +

∑
k 6∈K̃

λkδ
k
ij(x̄) ≥

∑
k∈K̃

λk c̄
k
ij(x̄) = c̄ij(x̄).

Hence c̄ij(x̄) ≥ 0, 1 ≤ i ≤ n, j ∈ Ji, implies that δij(x̄) ≥ 0, 1 ≤ i ≤ n, j ∈ Ji.

6. Concluding remarks

It is quite straighforward to extend these results to deal with the generalized
version of (ATP ) where the set X is replaced by X (a)

X (a) =

x :
∑
j∈Ji

xij = ai, 1 ≤ i ≤ n; xij = 0 or 1, 1 ≤ i ≤ n, j ∈ Ji


and a = [a1, a2, . . . , an]T , ai ≥ 1 and integer, 1 ≤ i ≤ n. In this case, the con-
straint

∑
j∈Ji

xij = 1 in (GATPLλ) is replaced by
∑
j∈Ji

xij = ai, 1 ≤ i ≤ n. Hence,

the condition is derived by referring to the optimal condition of the corresponding
relaxed problem (GATPLλ) obtained by relaxing the integrality conditions on the
variables xij ; i.e. the constraints xij = 0 or 1 are replaced by xij ≥ 0 and xij ≤ 1,
1 ≤ i ≤ n, j ∈ Ji. They are summarized in the following theorems.

Theorem 6.1. Consider problem (GATPL) where X is replaced by X (a). Let
λ > 0 be a weights vector, and x̄ ∈ X (a) such that for all i, 1 ≤ i ≤ n, there exists
a subset J(i) ⊂ Ji of cardinality ai, and

x̄ij = 1 j ∈ J(i)
x̄ij = 0 j ∈ Ji, j 6∈ J(i).

If there exists a subset K0 ⊂ {k ∈ K : Gk(x̄) = 0} such that for all i, 1 ≤ i ≤ n,



312 J.A. FERLAND AND P. MARZILIANO

there exists an index j(i) ∈ J(i) such that

c̄ij(x̄) =
∑
k∈K̃

λk(bkij − bkij(i))
{
≥ 0 if j /∈ J(i)
≤ 0 if j ∈ J(i),

whenever K̃ = {k ∈ K : Gk(x̄) > 0} ∪K0, then x̄ is efficient for the problem.

The argument is similar to the proof of Property 3.1 We refer to the variant
of the simplex algorithm where upper bounds are specified for the variables, and
we use the basic solution where the variables xij(i) , 1 ≤ i ≤ n, sk,k ∈ K̃, and
tk, k 6∈ K̃, are basic.

The local efficiency is specified with respect to the following neighborhood N̄ .
A solution x′ ∈ X (a) belongs to the neighborhood N̄ (x̄) if it can be generated from
x̄ by modifying exactly one assignment of exactly one item. If J(i) denotes the
subset of indices in Ji such that xij = 1 if j ∈ J(i), then denote x′ = x̄⊕ (i, j̄, j)
the solution in X (a) obtained from x̄ by modifying the assignment of item i from
j̄ ∈ J(i) to j 6∈ J(i); i.e.

x′pq = x̄pq 1 ≤ p ≤ n, p 6= i, q ∈ Jp
x′iq = x̄iq q ∈ Ji, q 6= j, j̄

x′ij = 1

x′ij̄ = 0.

Then

N̄ (x̄) =
{
x′ ∈ X (a) : ∃ a tuplet (i, j̄, j), 1 ≤ i ≤ n, j̄ ∈ J(i), j 6∈ J(i)

such that x′ = x̄⊕ (i, j̄, j)
}
·

Theorem 6.2. Consider problem (GATPL) where X is replaced by X (a). Let
λ > 0 be a weights vector, and x̄ ∈ X (a) such that for all i, 1 ≤ i ≤ n, there exists
a subset J(i) ⊂ Ji of cardinality ai, and

x̄ij = 1 j ∈ J(i)
x̄ij = 0 j 6∈ J(i).

If for all i, 1 ≤ i ≤ n, there exists an index j(i) ∈ J(i) such that

δij(x̄)
{
≥ 0 if j 6∈ J(i)
≤ 0 if j ∈ J(i),

then x̄ is locally efficient with respect to N̄ for the problem.

In Marziliano and Ferland [10], the authors introduce a variant of the interactive
method of Zionts and Wallenius [14]. At each iteration, given a local efficient
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point x̄, a set of neighboring local efficient points belonging to N (x̄) (to N̄ (x̄),
respectively) are generated according to the criterion introduced in Theorem 4.1
(in Th. 6.2, respectively). When the method satisfies the stopping criteria, the
result in Property 3.1 (in Th. 6.1, respectively) can be used to verify if the current
local efficient point is in fact efficient.

Furthermore, this variant could be easily modified in order to generate at each
iteration a set of neighbouring efficient points belonging to N (x̄) (to N̄ (x̄), respec-
tively) according to the criterion introduced in Property 3.1 (in Th. 6.1, respec-
tively).
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